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The Cortical
Representation

n this chapter we will review the representation of information in

the visual cortex. There have been many advances in our under-

standing of the visual cortex over the last 25 vears. Even today, our
view of the visual cortex is changing rapidly; new' results- that change
our overall view sometimes seem to appear weekly. In the beginning
of this chapter, 1 will review what s commonly accepted concerning
thie visual cortex. Toward the end, | will introduce some of the broader
claims that have been made about the relatlonship beétween the visual
cortex and perception. Wi will take up the issue of connecting the cor-
tex, computation, and seeing again in the later chapters.

of the

The most prominent feature in the lateral view of the brain shown in
Figure 6.1 is the cortex. The human cortex is a 2-mm-thick sheet of neu-
rons with a surface area of 1,400 em®. Rather than lining the skull, as
the reting lines the eye, the cortex is Hke a crumpled sheet stuffed into
the skull, Each location where the folded cortex forms & ridge visible
from the exterior is called a gyrus, while each shallow furrow that sepa-
rates a pair of gyri is called a sulcus. The pattern of sulci and gyri differ
considerably across species; the human brain contains more sulci than
other primate brains. There are also significant differences between hu-
man brains, a]thuugh the broad cutlines of the sulcal and gyral pattérns
are usually present and recognizable across different people. The gvrl
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Oiccipital lots

Peimany visual cortex

6.1 CORTHCAL REGIONS, Based on its overall shape, analomibsts dhide the humda
Brain inte four regions calfed the oocipilal, temporal, parietal, and frontal lobes. Based
on i1 intemnal connections, the cortex can be further diaded into many anatomicalhy
distinct areas. Visual inpul to the brain arrives in primary visual cortex, of area V1, which
it hpcated in the oocipial lobe.

and suléi are conventent landmarks; but they probably have no func-
tional significance.

The most visible sulcl are used as markers to partition the htiman
brain into four lobes, The lobes are called frontal, parietal, temporal,
and occipital to describe their relative positions (see Hg. 6.1). Each lobe
contains many distinct brain areas, that is, contiguous groups of cortical
neurons that appear to function in an interrelated manner. A cortical
area is identified in several ways, though perhaps the most significant is
by its anatomical connections with other parts of the brain. Each brain
area makes a distinctive pattern of anatomical connections with other
brain areas. The inputs arfiving to one area come from only a few other
places in the brain, and the outputs emerging from that area are sent to
a specific set of destinaticn areas.

In primates, the great part of the visual signal from the retina and
the LGN arrives at a single area within the occipital lobe of the cor-
tex called area V1, or the primary visual cortex. This is a targe cortical
area, comprising roughly 1.5 % 10° neurons, many more than the 10°
neurons in the LGN, Area V1 can be identified by a prominent sri-
ation made up of a dense collection of myelinated axons within one
of the layers of visual cortex. The striation is cpextentive with area Vi
and appears as-a white band to the naked eve.! Because of its promi-

| Because area V1 was definesd by the presence of this striation, (@ 1s sowvetimsies calbed v
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The Cortical Representation

nence, important anatomical location, and large size (24 cm?), arez V1
has been the subject of intense study, and we will begin this chapter
with a review of the anatomical and electrophysiological features of
area V1.

In addition to area V1, more than 20 other cortical areas that re-
ceive a strong visual input have been discovered. The anatomy, electro-
physiology, and computational purpose of these areas are now under ac-
tive study and will be an important topic for study for many years to
come. We will review some of the preliminary experiments that have
been performed In these visual areas at the end of this chapter. In later
chapters. concering motion and color, we will return to consider the
functional roles of these visual areas (Zeki, 1978, 1990; Felleman and
Van Essen, 1991).

Most of what we know about cortical visual areas comes {rom exper-
imental studies of cats and monkeys. There are significant differences
in the anatomy and functional properties of the cortices of different
species. These differences can be demonstrated in simple experimen:
tal manipulations. For example, Sprague et al. (1977) have shown that
removal of the cat primary visual cortex does not blind the cat: the ani-
mal jumps, runs, and appears normat to the casual observer. Humphrey
{1974) has studied the behavior of a monkey whose area V1 was re-
moved, Initially the lesion appeared to blind the monkey completely.
Over time, however, the monkey recovered some visual function and
was able to walk around chjects, climb a tree, and even find and pick
up small candy pellets in her play area. In hurmans, however, the loss
of area V1 is.devastating to all visual function. Because of these differ-
ences. 1 have focused this review on experimental studies of primates,
and describe measurements of the human brain whenever possible.

The rehitecture of the Primary Visual Cortex

There is a great deal of precision in the interconnections of cortical vi-
sual areas. The specific pattern of connections recelved by area V1 from
the two retinas via the LGN results in certain regularities of the architec-
ture of the primary visual cortex, We review the anatomical structure of
area V1 first. Then, we review how the pattern of connections from the
two relinas imposes an overall organization on the visual information
represented In cortical area V1.

The Layers of Area W1

[ike thie cortex In general, area V1 is a lavered structure. Figure 6.2A
shows a cross section of the visual cortex. Several major layers can be
identified easily. Area V1 is segregated into six layers based on differ-
ences in the relative density of neurons, axons, and synapses, and dif-
ferences in the interconnections to the rest of the brain. The superficial
layer 1 has very few neurons but many axons, dendrites, and synapses,
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6.2 AREA V115 A LAYEREE STRUCTURE. (A} A stained cross section ol the visual
gortex of & macague shows the indrddual lners. Each layer has different proportions

of cell bodies, dendrites, and axons. and may be distinguished by the density of the
staining and other properties, The Boht aneas are blood vessels, (B) Thee organithtioh of
the noural inpats snd autputs to area V1 are show. The parvadeiiular and magnocesuasr
inputs make connections in layer 4C. The intercalated neurons make connections in Use
superficial layers. The outputs are sent to other cortical ancas, back to the LGHN, and to
othver subcorical nuckel, Photomicregraph courtesy of jennifer Lund,

which collectively are called meuropil. Layers 2 and 3 consist of & dense
array of cell bodies and many lacal dendritic interconnections. These
layers appear to receive a direct input from the intercalated layers of the
LGN as well (Fitzpatrick et al,, 1983; Hendry and Yoshioka, 1994), and
the cutputs from layers 2 and 3 are sent to other cortical areas. Layers 2
anid 3 are hard to distinguish based on simple histological stains of the
conex. Frequently, lavers 1-3 are grouped togetiver and simply called
the superficial layers of the cortex.

Laver 4 has been subdivided into several parts as the interconnec-
tlons with other brain areas and layers have become clarified. Layer
4C receives the primary input from the parvocellular and magnocellu-
lar layers of the LGN, The magnocellular neurons send their output to
the upper half of this layer, which is called 4Cox while the parvocellu-
lar neurcns make connections in the lower half; called 4CH. Layer 4B
recelves a large input from 4Co and sends its output to other cortical
areas, Laver 4B can be defined anatomically by the presence of a large
ctriation, called the stria of Gennari, which is composed mainly of cor-
tical axons.

Laver 5 contains relatively few cell bodies compared to the sar-
rounding layers. It sends a major output to the supernor colliculus, a
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The Caortical Representation 157

structure in the midbrain, Laver & is dense with cells and sends a large
output back to the LGN (Lund et al,, 1975). As a general though not ab-
solute rube, forward outputs to new cortical arcas tend 1o come from
the superficlal lavers and terminate in layer 4. The feedback projec-
tions tend to come from the deep layers and terminate in layers 1 and 6
(Rockland and Fandya, 1979; Felleman and Van Essen, 1991).

The wiring diagram in Figure 6.2B shows that the signals to and
froum area V1 are complex and highly specific. One must suppose that
the interconnections within area V1 are specific, oo, Roughly 25 per-
cent of the neurons in all layers are inhibitory interneurons, and their
interconnections must be governed by the presence of biochemical
markers that identify which neurons should connect and how. Anatom-
ical classification of the cell types within the visual cortex, and identifi-
cation of the local circuitry, will provide us with many more clues about
the functional significance of this area.

The Pathway o Area V1

The structure of the anatomical pathways leading from the two retinas
to. the cortex defines many of the fundamental properties of area V1.
Among the most significant properties is that area V1 in each hemi-
sphere has only a restricted field of view: area V1 in the left hemisphere

= only receives visual input from the right half of the visual field; area
V1 in the right hemisphere only receives input from the left visual
field.
We can see how this arises by considering how retinal signals make
their way to area V1. The optic tract fibers from the two retinas come
e together at the optic chiasm, as shown in Figure 6.3. There the fibers
e are sorted into two new groups that cach connect to only one side of
e the brain. Axons from ganglion cells whose receptive fields are located
d in the left visual field send their outputs towards the LGN on the right
2 side of the brain, while axons of ganglion cells with receptive fields in
e the right visual field communicate their output to the left side of the
o brain. Consequently, each LGN receives a retinal signal derived from
both eves, but from only one half of the visual field.
£ The signals reaching the cortex from the retina respect three other
ar basic organizational principles. The interconnections aré organized with
¥ respect to {a) the eye of origin, (b) the class of ganglion cell, and (c) the
0 spatial position of the ganglion cell within the retina. Figure 6.3 illus-
In trates the pattern of connections schematically, starting at the retinas
B and continuing to area V1.
al EYE OF ORIGIN. Within the LGN, information about the eye of ori-
e gin Is preserved, since fibers from each eye make connections in differ-
- ent fayers of the LGN. The parvocellular and magnocellular layers are
numbered as 1-6: layers 2, 3, and 5 recelve input from the retina on
[- the same side of the head, while Tayers 1, 4, and & receive input from

a the retina on the opposite side. The connections of these layers for the
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Right wisoal feld

6.3 THE SIGHALS FROM
THE TWiO RETINAS ARE
COMMUMICATED TO AREA
W1 wia the LGML Points in Uk
right visual feld are imaged
on the temporsl side of the
ledt ey and the nasal side

af the right eye. Axons from
qrarvgiicnt cells in these retinal
regions make connections with
separate layers in the left LGN
Meurodns in b magnoceliylar
and parvecellular fayers of the
LGN send their cadpats B2
coatical kayers 4Cor and 4C6,
respectively, The signals from
each eye arg seglegated into
different bands within anea
W1, Shgnals from these bands
comerge on individual neurons
in the superficial kayers of the
CoTheN.

left  Righ

Area V1 in left hemisphiere

loft LGN aré illustrated in Figure 6.3. Why this particular pattemn of ocu-
lar connections exists is a mystery. The eye of origin for the intercalated
layers, which fall between the parvocellular and magnocellular lavers,
has not vet been ascertained.

The signals from the two eyes remain segregated as they arrive at
the input lavers of area V1. One can observe this segregation by mea-
suring the electrophysiological responses of the units in layer 4C. As
the recording electrode is moved within layer 4C; there is an abrupt
shift as to which eve drives the unit. In layer 4C, the shift from one
eye to the other takes place over a distance of less than S0 pm. Above
and below layver 4C the signals from the two eyes Converge onto single
neurons, alithough there is still a tendency for individual neurons to re-
ceive inputs predominantly Irom one €ye or the other, and this pattern
s aligned with the input pattern. The transition between eyes of origin
is less abrupt in the superficial layers, perhaps extending over 100 g,
The relative segregation of information across the visual cortex with re-
spect to the eye of origin has led researchers o describe its organization
in terms of ocular dominance columns (Hubel and Wiesel, 1977; Bishop,
1984

In addition to evidence from electrophysiological measurements,
one alse can use anatomical methods to visualize the acular dormi-
nance columns. After injection into one eye, the tritiated amino acid
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profine will be transported from the retina to the cortex across synap-
tic connections. By sectioning the visual cortex tangentially at layer
4C and exposing the sections to a photographic emulsion, one can
develop a pattern of light and dack stripes that corresponds to the pres-
ence and absence of the tritiatéd proline, Figure 6.4 shows a pattern of
light bands that mark regions recelving input from the. injected eye;
the intervening dark areas receive input from the opposite eve. In the
maonkiy, these bands each span approximately 400 pm; in the human
they span approximately 800 um (Hubel et-al., 1978; Horton and Howt,
19451}

In the superficial layers of area V1 many neurons respond to stimuli
fromn Both eves; in & normal monkey, 80 peroent of the neurons in the
superficial lavers of area V1 are binocularly driven. The development of
the interconnections necessary to drive the binocular neurons depends
upon experience during maturation. Hubel and Wiesel {1965) showed
that artifically closing one eye or cutting an ocular muscle strongly af-
fiects the development of neurons in area V1. Specifically, the binocular
neurons fail to develop. Behaviorally, if one eve is kept closed for a critl-
cal period during development, the animal will semain blind in this eye
for the eest of s life, This Is quite different from the result of closing
an adult éye for a few months, which has no significant ‘effect {Hubel
et al., 1977a; Shatz and Stryker, 1978; Movshon and Van Slayters, 1981;
Mirchell, 19588). In the ¢at, normal development of ocular dominance
columns and presumably the binocular interconnections a5 well depend
upon neural activity originating in the two retinas (Strvker and Harris,
FOEG),

GANGLION CELL CLASSIFICATION. Information from different classes
of retinal ganglion cells remains segregated along the path to the cor-
tex. Meurons in the magnocellutar lavers receive fibers from the para-
sol cells: newrons In the parvocellular lavers: receive fibers from the
midget ganglion cells. It is uncertain precisely which retinal ganglion

6.4 THE DCULAR
DOdMMANCE COLUMBMSE IN
AREA V1 can be visualired by
using ‘& radioaclive marker,
eritiated peoline. When the
rrarker [s infecled into one

ey it & ramsported via the
LGN mucleiss 1o the cortex. The
ragigattive uptake i reveated in
this dask-fiehd photograph. The
Iuah[ bandds in this ungtnl'u'l
section shiow the places whiore
the radipactive marker was

T atedd and thos revieal the
acular dominance columnd.
Source; Hubel & al, 1978,
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cells project to the intercalated layers, The segregation of signals con-
tinues to the input of arca V1, Within layer 4C, the upper half {(4Cax)
receives the axons from the magnocellular layers, while the lower hall
[4CH) receives the parvecellular input. The neurons in the intercalated
layers send their output to the superficial layers 2 and 3 (Hendry and
Yoshioka, 1994).

RETINOTOPIC ORGAMIZATION. The spatial position of the ganglion
cell within the retina is preserved by the spatial organization of the meu-
rons within the LGN layvers. The back of the nucleus comtains neurons
whose receptive fields are near the fovea, Toward the front of the nu-
cleus, the receptive field locations become increasingly peripheral, This
spatial lavout is called retinotopic organization because the topological
organization of the receptive fields in the LGN paraltels the organiza-
tioa im the retina,

The signals in area V1 are alio retinotopically arranged. From elec-
trophysiology in monkeys, one can measure the location of receptive
fields with an clectrode that penetrates tangentially through layer 4C,
traversing through the crular dominance columns, The receptive-field
centers of newrons along this path correspond systematically to lo-
cations from the fovea to the periphery. This trend s Interrupted lo-
cally by small, abrupt jumps at the ocular dominance berders. Within
thie first ooular dominance column the receptive-field center positions
change smoothly; as one pasies into the next ooular dominance region
there is an abrupt shift of the receptive field positions equal 1o about
lalf of the space spanned by receptive fields in the ficst column, Hubel
and Wiesel (1977) refer to this organization as “two steps forward and
one step back.”

In the last 15 years, it has become possible to estimate spatially lo-
calized activity fn the human brain. Beginning with positron emission
tomography (PET) studies, and more recently by using functional mag-
netic resonance imaging (MR, researchers have been able to measure
activity in volumes of the cortex as small as 10 mm® containing a few
hundred thousand neurons.?

Human area V1 is located within the calcarine suleus in the occip-
ital lobe, The calcarine sulcus in my brain, and its retinotopic orga-
nization, is shown in Flgure 6.5, Neurons with receptive fields in the
central visual fleld are located in the posterior calcarine sulous, while
neurons with receptive fields in the periphery are located in the an-
terior portions of the sulcus, At a given distance along the sulcus, the
receptive fields are located along a semicircle in the visual field. Neu-
rons with receptive fields on the upper, middle, and lower sections of

*Bath of these miethods ane based on indifect measures of nearmd activation, With the PET
methond, an obsereer receives o low dove of radiation in his blooduream, and neweal activ-
ity b indicated by brain regions showing incresed radioactivity. The IMEI signal cetiects
differendces in the lecal concentmtion of Mood cxygen. Both the increased radioactivity
and the change in kocal blood oxygenation are due 0 vassnlar relpoases b the fewral ac-
tivity (Kwong et al., 1992; Onrrva ot 2l 1992 Posner and Ralchde, 1994).
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6.5 HUMAN AREA VT i3 located rmalnly in the cabcaring sulous, and in soime individuats
it may extend onto the occipital pole. (&) Seen in sagittal vieny, the calcaning i a long
sious that extiends rolghly 4 cm. The visual eccentricities of the receptive fields of
néwrons at ditferent lecations are shown, (B) in the coronal plane the calcarine subiv
appears as an indentation of the medial wall of the brain. Al 2 given ditance atong the
sighouis, the receptive frelds of neurons fall 'along 2 semigircle within the visual field, Each
hemesphirs regresents one half of the visual fiebd, Mewrons with receplive fieldd on the
uppar, midkbe, and lower Sections of a semicirche of constent ecoentricity are fourd-on
ther Borier, icke, and upper portions of the calcarine sultus respectively.

the semicircle are found on the lower, middle, and upper portions of
the calcarine sulcus, respectively {Inouye, 1909; Holmies, 1918, 1945
Hortorvand Hovt, 1991).

Engel et al. (19%4) measured the human refinotopic crganization
from fovea to periphery by using the stimulus shown in Figure 664,
The stimulus consisted of a series of stowly expanding rings; each ring
was a collection of flickering squares. The ring began as a small spot lo-
cated at the fixation mark, and then it grew until it traveled beyond the
edge of the visual field. As a ring faded from view, it was replaced by a
rrew ring starting at the center. Because of the retinotopic organkzation
of the calcarine sulcus, each ring causes a traveling wave of neural ac-
tivity beginning in the posterior calcarine sulcus and traveling in the
anterior direction.

We can detect the traveling wave of activation by measuring the
fMRI signal at different points along the calcarine sulcus. Figure 6.68
s am image of the brain within the plane of the catcarine sulous. Posi-
tions within the calcarine sulcus are indicated in black, The MED sig-
nal at each point within the sulcus, plotted as a function of time, is
shiown in the mesh plot in Figure 6.6C, Notice that the amplitude of the
MRI signal covaries with the stimulus; the PMR1 signal waxes and
wanes four times through the four perlods of the expanding annulus.
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6.6 RECEFTIVE-FIELD LOCATIONS OF NEURONS IN THE HUMAN CALCARINE
SULCUS measured by functional magnetic resonance imaging (IWMAIL (8) The observer
viewed a series of concentric expanding annull presented on o gray background: Each
annulies contained a high-contrast flickening radial checkerboard paitem, As an annula
eapanded beyond the edge of the display, a new annulus emenged in the center
creatmd & penodic image sequente, The sequence was repested four times.in a sifgle
eupamiment. (B} An smage within the plane of the calcanine sulcus. The dark lines indrcate
proants idemtiied ax withan the calcarine sulcus. (C) The (MR temporal signal an different
prns wthin e bl ctaning sulcus. The IMR signal folfows the time courpe of the
sEmiblug; the phase of the signal is delayed as one measures from the posterior 1o the
anteraoy calcaning sulcus, ARer Engel et al., 1994,

The temporal phase of the fMRI signal varies systematically from the
posterior to anterior portions of the sulcus, Activity in the posterior
portion of the sulcus is advanced in time compared to activity in the
anterior portion. This traveling wave occurs becawse the stimulus cre-
ates activity in the posterior part of the sulcus first, and then later in the
anterior part of the sulcus.

In addition to PMRI, there are several other estimates of the map-
ping from visual-field eccentricity to locations in the calcarine sulcus.
These estimates are compared in Figure 6.7, The fMRI measurements
from two observers are shown as the black symbols, Estimates from
direct electrical stimulation of the cortex are shown as grav squares (Do-
belle et al., 1979). In these experiments the volunteer observer's brain
was stimulated, and he indicated the location of the perceived visual
stimulation within the visual field (see also Brindley and Lewin, 1968),
The three gray dismonds show measurements using PET. These data
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represent the average of five different observers; normalized for differ-
ences in brain size. The shaded line shows an estimate Horton and Howvt
(1991} made by studving the positions of scotoma in observers with lo.
calized brain fesions and by extrapolating from data on monkeys, These
estimates are in good agreement, and they all show that considerably
5 more cortical area’ is allocated to the foveal representation than to the
peripheral representation.,
. The allocation of more cortical area to the fovedl representation
it than to the peripheral representation seems. a matural consequénce of
the fact that more photoreceptors and retinal ganglion cells represent
the fovea than the periphery. Wissle et al, (199, see also 3chein, 1985)
suggested that the expanded foveal representation can be explained by
assuming that evéry ganglion cell is allocated an equal amount of cor-

i tical area. More recently, Azzopardi and Cowey (1993} have suggested
or that there is a further expansion of the foveal representation, and that
s foveal ganglion cells are allocated 3=6 times more cortical area than pe-
P ripheral ganglion cells.

he

Electrical Stimulation of Human Area V1

ﬂ_ Direct electrical stimulation of the visual cortex causes the sensation
s of vision, When a visual impression is gencrated by nonphotic stimu-
m lation, say by pressing on the eyeball or by electrical stimulation, the
- resulting perception is called a wvisual phosphene. In order to develop
in visual prostheses for individuals with incurable retinal diseases; several
il research groups have studied the visual propertics of phosphenes cre
3). ated by electrical stimulation of the visual cortex (Brindley and Lewin,

it 1968; Dobelle et al., 1979; Bak et al., 19590},
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Brindley and Lewin (1968) describe experiments with a human vol-
unteer who was digbetic and suffered from Bilateral glawcoma and a
right retinal detachment, and who wag effectively blind throughout
most of the visual field, and completely blind in the central fifteen
degrees. With the patient’s consent, Brindley and Lewin built and im-
planted a stimulator that could deliver current to the surface of her
brain, near the patient’s primary visual cortex. They asked her to de-
scribe the appearance of the electrical stimulation following stimulation
by the different electrodes, at various positions within her primary vi-
sual cortex. She reported that electrical stimulation caused her to per-
celve a phosphene that appeared to be a point of light or a blob in
space. Her description of the visual impression caused by most of the
electrodes was “like a grain of rice-at arm’s length.” Occastonally one
electrode might cause a slightly larger impression, “like half a match-
stick at arm's length.”

As might be expected from the retinotoplc organization of the vi-
sual cortex, the position of the phosphenes varied with the position of
the stimulating electrodes. The observer told the experimenters where
she perceived the phosphenes to be using a simple procedure. She
grasped a knob with her right hand and imagined she was fixating on
that hand, She then pointed to the location of the phosphienes relative
to the fixation peint using her left hand.

Figure 6.8 shows the positions of the electrodes and the correspond-
ing phosphenes. The pattern of results follows the expectations from
the retinotopic organization of the calcarine sulcus. Stimulation by elec-
trodes near the back of the brain created phosphenes in the central 5
degrees; stimulation by forward electrodes created phosphenes in more
eccentric portions. More cortical area is devoted to the central regions.
of vision than 1o peripheral regions.

Brindley and Lewin tested the effects of superposition by stimulat-
ing with separate electrodes and then stimulating with both electrades
at once, When electrodes were far apart, the visual phosphene gener-
ated by stimulating both electrodes at once could be predicted from the
phosphenes generated by stimulating individually. Superpasition alsa
helid for some closely spaced electrodes, but not ail. The test of superpo-
sition Is particularly important for practical development of a-prosthetic
device. To build up complex visual patterns from stimulation of arca
V1, it is necessary to use multiple efectrodes. If limearity holds, then
we can mieasure the appearance from single electrade stimulations and
predict the appearance corresponding to multiple stimulations. That
superposition held approximately suggests that it may be possible to
predict the appearance of the multipie electrode stimulation from mea-
surements using individual electrodes. Without superposition, we have
no logical basis for creating an image from the intensities perceived at
single points.

There have been a few recent reports of stimulation of the human
visual cortex. For example, Bak et al. (1990} used very fine (37.5-pm)
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. microelectrodes inserted within the cortex. They experimented on pa-
tients who were having epileptic focl removed, These pattents were un-
der local anaesthesia and could report on their visual sensations. Bak et

3 al. obsorved that, when the electrodes were embedded within the visual
E cortex. visual sensations could be obtained with quite low current ley-
5 els. Brindley and Lewin (1968) had used about 2 mA of current, but Bak

et al. found thresholds about 100 times lower, near 20 pA, The appear-
= ance of the visual phosphene was steady in these patients, and some
E of the phosphenes appeared to be colored. Time was quite limited in
= these studies, and oniy a few experimental manipulations were possi-
e ble. But, Bak et al. report that when the microelectrodes were separated

o by maore than 0.7 mm, the twa phosphenes could be seen as distinct,
- while separations of 0.3 mm were seen as a single spot. For one sub-
C ject, nearly all of the phosphenes were reported to be strongly colored,
2 unlike the phosphenes reported by Brindley and Lewin's patient. While
n the subjects were stimulated, they could also perceive light stimuli, The
d phosphenes were visible against the backdrop of the normal visual feld,

it
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¥ Fields in the |

il The receptive fields of neurons in area V1 are qualitatively different

from those in the LGN, For example, LGN neurons have circularly sym-
metric receptive flelds, but most V1 neurons do not. Unlike LGN neu-
rons, some neurons in area V1 respond well to stimull moving in one
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direction bt fail to respond to stimuli moving in the opposite direc-
tion, Some area V1 neurons are binocular, responding to stimuli from
both eyes. These new receptive-field properties must be refated o the
visual computations performed within the cortex such as the analysis
of form angd texture, the perception of motion, and the estimation of
depth, We might expect that these new teceptive-field properties have a
functional role in these visual computations.

Much of what we know about cortical receptive fields comes from
Hubel and Wiesel’s measurements during their 25 years of coliabo-
ration. Others had accomplished the difficult feat of recording from
cortical neurons first, but the initial experiments used diffuse illumina-
tion, say, turning on the room lights, as a source of stimulation. As we
have seen, pattern contrast i5 an important variable in the retinal neu-
ral representation; consequently, cortical cells respond poorly to diffuse
illumination (von Baumgarten and Jung, 1932). Hubel and Wiesel made
rapid progress in elucidating the responses of cortical neurons by using
stimuli of great relevance to vision and by being extremely insightful.
Hubel and Wiesel's papers chart a remarkable series of advances in our
understanding of the visual cortex. Their studies have defined the major
ways in which aréa V1 receptive flelds differ from LGN receptive fields.
Their qualitative methods for studying the cortex continue to dominate
experimental physiology (Hubel and Wiesel, 1959, 1962, 1968, 1977;
Hubyel, 1982).

Hubel and Wiesel recorded the activity of cortical neurons while dis-
playing patterned stimuli, mainly line segments and spols, on a screen
that was imaged through the animal’s cornea and lens onto the retina,
As the microelectrode penetrated the visual cortex, they presented line
segments whose width and length could be adjusted. First, they varied
the position of the stimulus on the screen, searching for the neuron’s
receptive field. Once the receptive-field position was established, they
measured the response of thie neuron to lines, bars and spois presented
Individually.

One important goal of thelr work was to classify the cortical neu-
rons based on their responses to the small collection of stimuli. They
sought classifications that represented the neurons’ receptive field prap-
erties and that also helped to clarify the neurons’ function in seeing. Re-
call that classification of the receptive-fleld tvpes was also an important
theme when we considened the responses of retinal ganglion cefls. It is
of great current interest to try to understand whether the classifications
of cortical neurons and retinal neurons can be brought together to form
A clear picture of this entire section of the visual pathways.

A second important aspect of characterizing cortical neurons is to
measure the transformation from pattern contrast stimulus o finng ac-
tivity, W used linear-systems methods to design experiments and cre-
ate quantitative models of this transformation for retinal ganglion cells.
Linearity is an important idea when applied to cortical receptive Helds
too. The miost important application. of linearity s Hubel and Wiesel's
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classification of cortical neurons into two categories, called simple cells
and complex cells. This classification is based, in large part, on an in-
formal test of linearity (Skottun et al., 19%1). As Hubel writes, "For the
maost part, we can predict the responses of simple cells to complicated
shapes from their responses to small-spot stimuli” (Hubel, 1988, p. 72,
Complex cells, on the other hand, do not satisfy superposition. The re-
sponse obtained by sweeping a line across the cell’s receptive field can-
not be predicted accurately from the responses to individual fashes of a
lirte.

Orientation Selectivity

Because simple cell responses to light approximately satisty homogene-
ity and superposition, their receptive fields can be measured using the
linear methods described in Chapter 5. Simple-cell receptive fields dif-
fer from those of retinal ganglion cells or cells in the LGM. The recep-
tive fields of simple cells consist of adjacent excitatory and inhibitory
regions, as [Hustrated in Figure 6.9. Simple cells have oriented receptive
flelds, and hence they respond to stimuli in some ordentations better
than others. This receptive field property is called orientation selectiv-
ity. The orientation of the stimulus that evokes the mgst powerful re-
sponse is called the cebl’s preferred orientation.

Orientation selectivity of cortical newrons is a new receptive-field
property. LGN and retinal neurons have circularly symmetric receptive
fields, and they respond almost equally well to all stimulus orienta-
tions. Orentation-selective neurons are found throughout layers 2 and
3, though they are relatively rare in the primary inputs within layer 0.

Figure 6.9 shows several orlentation-selective linear receptive felds
and how these might be constructed from the outputs of LGN neurons,
The simple-cell receptive fields consist of adjacent excitatory and in-

4.9 ORIENTATION.
SELECTIVE RECEFTIVE FIELDFS
can be creatid by surmming
this responses of nsurons

with nomoshenied, ciecularky
wymimelic recepiie Helds.
The receptive fields of thres
hypothetical neusons ane
showre Each Fypathelical
receplive liekd b adjacent
excilatery and inhibitory
reghons. A comparizen of (A)
and (C) illustrates lhat lhe
degree of oriefitation selectivity
can vary depending on the
number of neurcns comipined
alorg the fain s

-
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hibitary regions that are longer in one direction than the other. The
main axis of the receptive fields defines the preferred orlentation; stim-
uli orfented along the main axis of these receptive fields are more etfec-
tive at exciting or inhibiting the cell than stimuli in other orientations.
The figure shows the excitatory regions as resulting from the combined
output of neurons with excitatory centers and thie inhibitory regions re-
sulting from the combined output of neurons with inhibitory centers.”

By comparing the three panels in Figure 6.9 you will see that recep-
tive fields sharing a common preferred orlentation can differ in a num-
ber of other ways. Panels (A) and (B) show two receptive fields with the
same preferred orientation but different spatial arrangements of the ex-
citatory and inhibitory regions, Fanels [(A) and {C) show two mceptive
fields with the same preferred orientation and arrangement of excita-
tory and inhibitory regions, but differing In the overall length of the
receptive field, The neuron with the longer receptive field will respond
well to @ narrower range of stimulus orientations than the neuron with
the shorber receptive feld.

Complex cells also show orientation selectivity. Complex cells are
nonlinear, 0 to explain the behavior of complex cells, including orl-
entation sélectivity, will require more compiex models than the simple
sums of neural outpots wsed in Figure 6.9,

The preferred orientation of neurons varies in an orderly way that
depends on thie neuron's position within the cortical sheet. Figure 6.10
shows the preferred orientation of a collection of neurons measured
during a single, long, tangential penetration through the cortex. In any
small region of layers 2 and 3, the preferred orientation is similar. As
the electrode passes tangentially through the cortical sheet, the pre-
ferred orientation changes systematically, varying through all angles.
Figure 6.10A shows an extensive set of measurements of preferred orien-
tation made during a single tangential penetration (Hubel and Wiesel,
1977}, Upon later review, Hubel and Livingstone {1987) noted that dur-
ing these measurements there were certain intervals during which the
receptive-field orientation was amblguous, Figure 6,108 shows 3 second
penetration in which regions with no preferred receptive-field orlenta-
ton are dentified. As we shall see, Hubel and Livingstone also meport
that the regions lacking orientation selectivity coincide with locations
in layers 2 and 3 of the cortex where an enzyme called cytochrome oxi-
dase is present in high density. However, there is some debate whether
these measurements represent true differences in the receptive fields of
individual neurons, or whether they represent differences in the distri-
bution of activity in local collections of neurons (Leventhal et al,, 1993
O'Keefe et al., 1993).

n peinciphe, one might construct an oriented receptive field from the sutputs of a single
fimve of LGN nearons, Mt recall that the tecepaive febds of LGN neurons have a weak op-
posing suriodnd, The inhibitory and excistory reghons of the conlical newrons often are
e fiearly’ babined i thelr effecr, Hence, | oo consamucied these reghons by comibine.
g 1Tbe cuipuds From separate growps of o,
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ta- 6.10 THE PREFERRED ORIENTATION OF NEURDNS IN AREA V1 measured during
b single tangential peretrations. The horisonial aes show the distance akong the
tangential penetration, and the vertical axes show the oientation of the receptive field,
nd (A} Data reported by Hubel and Wiesel {1977); (B) Data from 2 similar experiment by
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ple The alternative interpretation is based on measurements of the spa-
tial organization of cortical regions with common orientation prefer-
2k ence. Obermaver and Blasdel (1993) measured regions with a common
10 orlentation preference using a high-resolution optical imaging method.
] In this method, a voltage-sensitive dye Is dpplied to the cortex. Local
ny neural activity causes reflectance changes In the dye, and these can be
Ax visualized by reflecting light from the exposed cortex. By stimuidating
e with wvisual signals in different orientations and measuring the changes
et in reflectance, Obermaver and Blasdel (1993) visualized regions with
ke common orentation preference; by stimulating with images originating
sel in different eyes, they could identify ocular dominance columns (see
iy also Hubel and Wiesel, 1977).
the Figure 6.11 represents Obermayer and Blasdel’s (1993) measure.

sl ments as a contour plot. Regions with common origntation preference
are shown as gray iso-orientation lines, and the boundaries of the odu-

r::t lar doeminance columns are shown as dark lines. The figure shows that
- the varidtion in preferred orientation corresponds with the variation
Sl in ocular dominance. A full range of preferred orientations takes place
Eiak within about 0.5 mm of the cortex, aboul equal to one ooular domi-
iof nance column, Near the edges of the ocular dominance columns, the
i [so-orientation lings are arranged In linear, parcallel strips extending

91 roughly 0.5-1 mm. These linear strips are oriented nearly perpendic-
) ular to the edge of the ocular dominance edge. In the middle of the
ocular dominance columns, the iso-orientation lines converge toward
single points called singularities. In these regions, neurons with re-

ngke : ; ] i 2]
: ceptive fields with different preferred orientations are brought close to
Iare one another, and they may also be the position of the high density
b of cytochrome oxidase (Blasdel, 1992), These regions will have high
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metabiolic activity since, for any stimulus orientation some of the neu-
rons in the region will be active. This s an explanation for why regions

: ._;-irl

with high densities of cytochrome oxidase tend to exhibit reduced ori-
entation selectivity of the neural responsc.

There are 3 number of broad guestions that remain unanswered
Shout the orientation selectivity in the visual cortex. First, we might dsk
how the receptive fleld properties of cortical neurons are constructed
from the cortical inputs. Figure 6.9 shows that we can explain oren-
tation selectivity theoretically. since combining signals from center-
surround neurons with adjacent receptive-field lotations results in an
oriented receptive field. But there is no empirical counterpart to this
theoretical explanation. Second, the regularity of the iso-orientation
contours shows that the orientation preferences of meurons are créated
in 2 highly regular and organized pattern. What are the rules for making
the interconnections that lead to this spatial organization of orientation
selectivity? What functional role do they have in perceptual process-
ing? Is this spatial organization essential for neural computations, or i3
it merely a convenient winng pattern for an area whose output is com-
municated 1o other processing modules?

Direction Selectivity

Hubel and Wiesel (1968) found a second specialization that emerges
in the receptive felds of area V1 neurons. Certain cortical neurons in
the monkey respond well when a stimulus maoves in one direction, and
poorly or not at all when the same stimulus moves in the opposite di-
cection. This feature Is called direction selectivity. Figure 6.12 shows the
response of 4 neuran In monkey area V1 to a line first moving in one
direction and then in the opposite direction. Notice that the cell shows

artent
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e
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orentation selectivity; it only responds well to the ling in one orign-
tation, In addition, the cell shows direction selectivity. When the line
moves up and to the right the cell responds well, but when the same
P lime moves down and to the left the cell responds poorly. Because of
3 the low spontaneous response rate of this neuron, which is characteris-
9 tic of many cortical neurons, wi cannot tell from these measurements
= whether the neuron simply fails to respond or §s actively. inhibited by
g the stimulus moving in the wrong direction.
& The direction-selective neurons are fourkd mainly in certain layers

of the ¢ortex and are guite rare or absent from others, The main lavers

L)
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containing direction-selective neurons are 44, 4B, 4Cex, and 6 (Hawken
et al., 1988). These layers receive the main input from the magnocellu-
lar pathway and send their outputs to selected braln areas. Hence, these
neurons may be part of a visual stream that is specizlized to carry infor-
mation about motiorn.

Direction selectivity of the receptive-ficld response may arise from
neural connections that are analogous to the connections underlying
orientation selectivity. A cell with a direction-selective receptive field
can be bullt by sending the cutputs of neurons with spatially displaced
receptive fields onto a single cortical neuron and Introducing temporal
delays into the path of some of the input neurons. The temporal delays
of the signal are displacements of the signal in time. As we will review
in more detail in Chapter 10, the result of a combined spatial and tem-
poral displacement is to create a cortical neuron that responds better
to stimuli moving in one direction, when the delay reinforces the sig-
nal, than to stimuli moving in the opposite direction, when the delay
works against the two signals. This scheme for connecting neurons is
plausible, but like the mechanisms of orientation selectivity, the precise
neural wiring used to achieve direction selectivity in primate cortical

neurons is unknown.

Contrast Sensitivity of Cortical Cells

Perhaps the most straightforward way 1o classify simple and complex
cells 1s based on their responses to contrast-reversing sinusoldal pat-
terns. Examples of the response of a simple and a complex cell toa
contrast-reversing pattern are shown in Figure 6.1 3.
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2 haltwave rectified sinusoid. (B) The response of the complex cell i full-wave rectified.
Consequently. the temporal response’ is 2l wics the {requency of the stimulus. Source
DeMalols of al, 1982,
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Recall from Chapter 5 that contrast-reversing patterns are periedic
in both space and time. The stimulus used to create the newral re-
sponses shown in Figure 6.13 had a temporal period of 0.5 seconds.
Figure 6.13A shows the firing rate of a simple cell averaged over many
repetitions of the contrast-reversing stimulus. Were the simple cell per-
fectly linear, the variation in firing rate would be sinusoidal, and one
petiod of the response would equal ene period of the stimulus. This
sinusoidal variation is Impossible, however, Decause the spontamecus
discharge rate of the neuron is close to zero; hence, the firing rate can-
not fall below the spontaneous rate. The response shown in the figure
is typical of cortical simple cells because many have a low spontaneous
discharge rate. When a signal follows only the positive part of the sinu-
soid and has a zero response to the negative part, it is called half-wave
rectified. The response of many simple cells shows this half-wave recti-
fication.

Figure 6.13B shows the average response of a complex cell during
one period of the stimulus, Unlike the simple cell, the complex cell’s re-
sponse does not vary at the same frequency as the input stimulus; the
cell’s response is elevated during both phases of the flickering contrast.
This response pattern is called full-wawve rectification, and the temporal
response varies at twice the temporal frequency of the stimulus. This
nonlinear frequency doubling is typical of complex cells. These cells
make up a large proportion of the neurons in area V1.

DeValois et al. {1982) measured the spatial contrast-sensitivity func-
tions of cortical neurons. Figure 6.14 shows a sample of these measure-
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ments, for both simple and complex cortical neurons. The contrast-
sensitivity functions of these neurons are Narrower than those of retinal
ganglion cells, Moreover, even though these measurements were made
from neurens close to one-another in the cortex, there is considerable
heterogenelty in the most effective spatial frequency of the stimulus.
This variation in spatial tuning Is not found in retinal neurons from
a-single class. This may be due to a new specialization in the cortex,
or it mav be that we have not yet identified the classes of cortical nev-
rons properly. In either case, the different peak spatial frequenches of the
contrast-sensitivity functions raise the question of how the signals from
retinal neurons within a small patch are recombrined to form cortical
neurons with such varied spatial receptive-field properties.

sMovihon et al, {1978a,b) and Tolhurst and Dean (1987) tested the
linearity of cat simple cells. Taking into account the low spontaneous
rate and the resulting half-wave rectification, they found that they
could predict quantitatively a range of simple-cell responses from mea-
curements of the contrast-sensitivity function. The predictions work
well for stimuli with moderate or weak contrast, that is, stimull that
evoke a response that is less than half of the maximum response rate
of the neuron. There have not been extensive tests of linear receptive
fields in the monkey cortex, bul contrast-sensitivily curves are protably
adequate to predict simple cell responses in the monkey, toa.

Figure 614 also includes contrast-sensitivity functions of nonlinear
complex neurons. Recall from our discussion in earlier chapters that
when a system is nonlinear, its yesponse o sinusoidal patterns is not
a fundamental measurement of the neuron’s performance: we cannot
use it to predict the response to other stimuli. For these nonlingar neu-
rons, the contrast-sensitivity function defines the response of the cefl to
an interesting collection of stimuli. Thiese measurements may also help
us understand the nature of the nonlinearity. However, the contrast-
response function of a nonlinear system is not & complete quantitative
measurement of the cell’s receptive field.

Lo pespome {xpiikesrs)

Controst Normalization

If one takes intoe account the low spontaneous firing rate, stmple cells
are approximately linear for moderate contrast stimull. As one expands
the stimulus range, however, several important response properties
of cortical simple cells are nonlinear, One deviation from linearity,
called contrast normalization, can be demonstrated by measuring the
contrast-response function (¢f. Figure 5.11),

Figure 6,15 shows the contrast-response function of a neuron in
area V1 to four different sinusoidal grating patterns. The stimulus con.
trast and neuronal responses are plotted on logarithmic axes. e right-
ward displacements of the curves indicate that the neuron is differen-
tially sensitive to the spatial patterns usecl as test stimuli. This shift is
what we expect from a simple linear system followed by a static nonlin-
earity (see Chapter 4).
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The entire set'of data is not consistent with such & model, however,
because the response saturation level depends on the spatial frequency
of the stimulus, Were the nonlinearity static, then the response satura-
tion level would be the same no matter which stimulus we used. Since
the saturation level i5 stimulus-dependent, it cannot be based on the
neuron’s intrinsic properties. Kather, it must be mediated through an
active process (Albrecht and Geisler, 1991; Heeger, 1992),

Heeger (1992) has described a model of this process (Figure 6.16).
The model assumes that the neuron's response is Initiated by a linear
process. This linear signal is divided by a second signal whose value de-
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Thie inesr response is divided by a factor that depends on the actiity of the meural
ir;rg;llﬂian- Finaily, the enting sgnal s modiied by o Hatéc nonlinesnity. Source: Heeger,
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pends on the pooled activity of the population of cortical neurons. This
is a nonlinear term. It is not a static nonlinearity because the divisive
term depends on the contrast of the stimuls,

This model explains the data in Figure 6.15 as follows. First, the
sensitivity of the neuron varies with the spatial frequency of the stim-
ulus because the initial Inear receptive field will respond better to some
stimuli than others. This causes the response to be displaced along the
horizontal axis in the log-log plot. Second, the response saturation level
depends on the ratio of the neuron’s intrinsic sensitivity to the stimulus
and the neural population's sensitivity t0 the stimulus. This saturation
level is set by the normalization process. If the neuron s relatively in-
sensitive to the stimulus compared to the population as a whole, then
the peak response of the neuron will be suppressed by the divisive sg-
nal. Finally, the overall shape of the response function is determined by
the mature of the static nonlinearity that follows,

What purpose does the contrast-response nonlinearity serve? From
the data in Figure 6.15, notice that the response ratio to different pat-
terns remains approximately constant at all contrast levels. Without the
contrast-normalization praocess, the neuron's response would saturate at
the same level, independent of the stimulus. In this case, the response
ratios at different contrast levels would vary. For example, at high con-
trast levels all area V1 newprons would be saturated, and their signals
would be nondiscriminative with respect to the input signal. The nor-
malization process adjusts the saturation level so that it depends on the
neuron’s sensitivity: in this way the ratio of the neuronal responses. re-
mains constant across a wide range of contrast levels.

Binocular Receptive Fields

At the input lavers of the visual cortex, signals from the two eyes are
spatially segregated. Within the superficial layers, however, many neu-
rons respond to light presented to either eve. These neurons have binog-
ular receptive fields. Cortical area V1 s the first point in the visual
pathways where individual nevrons receive binocular input. One might
guess that these binocular neurons may play a role in our perception
of stereo depth. What Binocular Information s présent that neurons
might use 1o deduce depth?

First, consider the two retinas as illustrated in Figure 6.17A. We can
label points on the two retinas with respect to their distance from the
fovea. We say that a pair of points on the two retinas fall at correspond-
ing locations If they are displaced from the fovea by the same amount.
Ortherwise, the two points fall at noncorresponding positions,

Now, suppose that the rwo eyes are positioned so that a point F
casts an image on the two foveas, By definition, then, the images of the
point F fall on corrésponding retinal locations, By tracing a ray from the
corresponding retinal positions back into space, we can find the points
in space whose images are cast on corresponding retinal positions (Fig-
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617 RETIMAL DISPARITY AND THE HORDPTER. (A} The fovea and three pain
of points ot cormeponiding retinal locations are shown. (B) When the eyes are
fizazed on & point £, rays onginaling at-corresponding points on e e relnas
and pasing through the lens center interiect on the horoplers (dashved curve). The
images of points located farther @way (L3 or closer (T than the hompter de ot fall
at comesponding retinal logations,

ure 6.17B). These points sweep out an arc about the viewer that is called
the horopter,

The image of a point closer or farther away than the horopter will
fall on noncorresponding retinal positions. The difference between the
image locations and the corresponding locations is called the retinal
disparity. Because the main separation between the two eyes is hori-
zontal, the retinal disparities are mainly in the horizontal direction as
well, The horopter is the set of points whose images have zero retinal
disparity.

Panels C and D of Figure 617 show two examples in which image
points fall on noncomesponding retinal points. Figure 6.17C shows an
example when both images fall on the nasal side of the fovea, and Fig-
ure 6.17D shows an example when both images fall on the temporal
side of the fovea. These panels show that the size and nature of the hor-
jzontal retinal disparity vary with the distance from the visual horopter,
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Hence, the horizontal retinal disparity is a binocular clue for estimating
the distance to an image point.’

Do binocular neurons represent stereo depth information by mea-
suring horizontal disparity”? There are two types of experimental mes-
surerpents we can make to answer this question. First, we can measure
the receptive fields of individual binocular neurons. If retinal dispar-
ity is used to estimate depth, then the receptive fields of the binocular
neurons should show some selectivity for horizontal disparity. Second,
we can look at the properties of the population of binocular newrons.
While no single neuron alone can encode depth information, the pap-
ulation of binocular meurons should include enough information (o
permit the population to estimate image depih.

A complete characterization of hinoeular receptive fields réguines
many measurements. First, one would like to measure the spatial re-
ceptive fields of in dividual neurons when stimulated by ¢ach eye alone.
Ihese are called the monocular receptive fields of the binocular neu-
rons, Then, we should characterize how binocular neurons respard (o
simultaneous stimulation of the two eves. In practice there have béen
very few complete measurements of binocular newrons’ receptive fields.
The vast majority of investigations have been limited to localization of
the monocular receptive-field centers which are then used to derive the
retinal disparities between the monocular figld centers,

Given the variability inherent In biologlcal systems, the fwo monoc-
ular receptive fields will not be in perfect register. We would like to
decide whether the observed horizontal disparities serve a purpese, of
whether they are due to unavoidable random variation. To answer this
guestion several groups have mieasured both the horizontal and the ver-
tical disparities of binocular neurons in the cat conex {Barlow et al.,
1967 Joshua and Bishop, 1970; von der Heydt et al., 1978). The his-
tograms in Figure 6,184 show the initial measurements from Barlow et
al. (1967). They observed more variability in the horizontal disparity
than in vertical disparity, and they concluded that the horizontal vari-
ation was purposeful and used for processing depth. Joshua and Bishop
{1970) -and von der Heydt et al. (1978) saw no difference in the range
of disparities in the herzontal and vertical directions. A scatterplot of
the retinal disparities observed by Joshua and Bishop (1970} is shown in
Figure 6.188. While these data do not show any svstematic difference
between the horizontal and vertical disparity distribations, the authors
do not dispute Barlow et al.’s hypothesis that vartations in the horizon-
tal disparity are used for steréo depth detection.®

iy can demodstrate thie sdlative shift o refinal pooitions to yoursell ak Follors. Focus
on 8 nearky object, sy your Hingét placed inn frong of youd nose, Then, altermately bk
thiough one eye and then the sthet. Althapugh your Toiger feqmalns focusad in the lovea
the eetative positions of points nearer or Earthes away than your fnger will change as yod
e proagT each eye i um

5 & froquently supgestsd alternative {5 that tlvese disparity Cues serve I COIVenec e T
eyis, Since the same cuesare wsed {o comenge 1he fyes and calmate dipth, this albema-
tive Iypothess i vintually pmpossiliie to nabe o
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5 618 THE HORIZONTAL AND VERTICAL DISPARITIES OF BINCCULAR NELURONS in

the cat vimial cortex ane shown., (A Histograms of the horizental and vertical dispanties
= of bérocutar newrons in cal cortex: (B) A scatber diagram of the vertical and hordzental

3 disparities of cells in tat cortex with receptive frelds located within 4 degrees of the cat’s
B bt region of visual aouity. Sourcest A from Barlow ol al., 1967, B from Bishop, 1973

o

n

B For the moment, accept the premise that the variation in horizontal
if disparity of these binocular neurons is a neural basis for stereo depth.
@ How might we design the binocular response properties of these neu-

rons to estimate depth?
- One possibility is to create a collection of newrons that each re-

o spond to only a single disparity. Ome might estimate the local dispar-
| ity by identifying the neuron with the largest response. An altermative
is possibility, suggested by Richards (1971), is that one might measure dlis~
r- parity by creating a few pools of neurons with coarse disparity tuning.
3 One pool might consist of nearons that respond when an abject feature
& is beyond the horopter, and a second paol might consist of neurons
ot that respond when the feature is in front of it. The third pool might
¥ respond only when the feature is close to the horopter. 1o estimate
i- depth, one would compare the relative responses in the three neural
P pools,

e Some sapport for Richards’s hypothesis comes from measurements
of of individual neurons in area V1 and an adjacent aréa of a monkey
n brain. Pogglo and Talbot (1981; see also Ferster, 1981) measured how
e well individual neurons respond to stimuli with different amounts of
rs disparity. They used experimental stimuli consisting of bar patterns
1 whose width and velocity were set o generate a strong response from

the individual neuron. The experimenters varled the retinal disparity
between the two bars presented to the two eyes. They plotted the binoc-
ular neuran’s response to the moving bars as a function of their retinal

o disparity. The curves in Figure 6.19, plotting response as & function of
iy retinal disparity, are called disparity-tuning curves,
iy Poggio and Talbot (1981) found that the disparity-luning curves

could be grouped into a small number of categories, Typical tuning
curves from each of these categories are illustrated in the separate parn-
els of Figure 6.19. The two neurons illustrated in panels (A) and (B)
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&19  DISPARITY-TUNING CURVES of binccular neurons in aress Y1 and W2 na
monkey, Each panel plots the responde of a different neuren (o maving bar patterns. The

Independent vasaide & the retinal disparity of the stimulus, Paneli (A) and (8) show the
responses of nesrons that respond best 1o stimull with near zero dispanty, that i, near
the horopter, Responses of a neuron that responds best to stimali wilth pasitive dispasity
{3 and a neuron with negative disparity (D) are also shown, The curdes represent dala
measured using binocular simulation. Source; Poggio and Talbot, 1981

respond to disparities near the fixation plane; for these neurons, stimull
wear the horopter stimulate or inhibit the cell. Panels (L) and (D) ilus-
trate meurons with opponent tuning. One neuron s excited by a bar
whose disparity places the object bevond the horopter and is inhibited
by bars in front of the horopter. The second neuron shows approxi-
mately the complementary excitation pattern. it Is excited by objects
nearer than the horopter and inhibited by objects farther away. Poggio
and his colleagues view thelr measurements in monkeys as support for
Richards’s hypothesis that the encoding of binocular depth is based on
the response of neurons organized in disparity pools (also see Ferster,
1981)
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We have been paving attention mainly to the retinal disparity of
the binocular nearons, But disparity tuning is only one measure of the
receptive-field properties of these neurons. In addition, the receptive
ficlds must have spatial, temporal, and chromatic selectivities. 1o fully
understand the responses of these neurons we must make some progress
in measuring all of these properuies.

Ta obtain a mare complete description of binocular neurons, Free-
man and Ohzawa (1990; also see DeAngelis et al., 1991) studied the
fundamental issue of how signals from the two eyes converge to create
respanses in the binocular neurons. Specifically, Freeman and Ohzawa
measured the response of binogular neurons to signals that originated
in each eye alone (i.e, monocular receptive felds) and to stimuli that
wepe presented to both eyes {binocular receptive Belds). One of their
most striking findings is that the two monocular spatial receplive fields
of a single neuron can be quite different from one another, as shown in
Figure 6,20, an example of the right and left monocular receptive flelds
of a single binocular neuron in the visual cortex of the cat. The left-
eye spatial receptive field and the right-eye field are displaced relative to
one ancther. If we only concern ourselves with disparity, we will report
that this cell's receptive field has significant horizontal disparity. Mitice,
however, that the spatial receptive flelds are different from one ancther.
The spatial receptive field in the left eye is a mirror-reversal of the field
in the right eye.
| Frecman and Ohzawa suggest that these different monocular spa-
tial receptive fields are important to the way stereo depth is estimated
- by the nervous system. They hypothesize that stereo depth depends.on

3 having neurons with different monocular spatial receptive fields. Per-
haps most important, however, their measurements remnind us that, in
order to understand the biclogical computation of stereopsis, We must
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1 §.20 MONOCULAR SPATIAL RECEFTIVE FIELDS of bwo bnggutar
ar neurons i cat cortes, Thi pancls show examgdes of Teft and right
@ rhoMecular receptive fiskds whose centers are displaced horizontally

g and thus have nonzens retingl disparity. in sddition 1o the dispanty,
L F the beft amd right mongeutar spatial receptive felds ditfer. Source:
Freeman and Ohzawa, 1990,
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study more than just the cenfer position of the monocular receptive
Fields,

V&ual ‘Streams in the Cortex

We have reviewed two major principles that characterize the Aow of
information from retina to cortex. First, visual information s orga-
nized into separate visual streams. These strearms begin in the retina
and continue along separate neural pathways into the hrain. Second,
the receptive-field properties of neurons become progressively more so-
phisticated. Receptive fields of cortical neurcns show selective responses
to stimulus properties that are more complex than retinal neurons. The
new receptive-field properties are chues about the specialization of the
computations performed within the visual cortex.

As we study visual processing within the cortex we should expect
to see both of these principles extended, First, we should expiect to find
new visual streams that play a role in the cortical computations. Some
Ao visual streams will arise in the visual cortex, and some, like: the rod
pathway in the retina, will have served thelr purpose and will merge
with other streams. Second, as we explore the cortex we should ©x-
pect to find neurons with new receptive-field properties, We will need
to characterize these receptive fields adequately in order to understand
their computational role In vision.

Our understanding of cortical visual areas is in an early and exciting
phase of scientific study. In this section, we will review some of the ba-
sic organizational principles of the cortical areas. In particular, we will
review how information from area V1 is distributed to other cortical
areas, and we will review the experimental and logical methods that re-
late activity within these cortical areas 10 what we see, We will review
<ome of the more recent data and speculative theories in Chaplers q
anc 10,

The Eote of the Parvocellular and Magnocellular Pathways

The segregation of visual information into separate streams s an im-
portant organizing principle of neural representation. Two of the best-
understood streams are the magnocellutar and parvoccllular pathways,
whose axons terminate in layers 4Cor and 4CF within arca V1. What
happens to the signals from these pathways within the visual cortex?
Along one branch, signals from the magnocellular pathway con-
tinue from area V1 directly to a distinct cortical area. The 1agn pcellular
pathway in layer 4Cex fiakes a connection fo nearons in layer 48 where
there are many direciion-selective nearons. These neurons then send 4
strong projection to cortical area MT (middle temporal). T-secms nea-
sonable 1o suppose, then, that the information contained within the
magnocellular stream is of particular relevance for the visual process-
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& ing i area MT. As we saw in Chapter 5, the magnocellular pathway
has particularly good information about the high-temporal-frequency
components of the image. Earlier in this chapter we saw that neurons
in layer 4B show strong direction selectivity, as do the neurons in area
MT (Zeki, 1974, 1990ab). Taken together, these obervations have led
to the hypothesis that area MT plays a role in mokion perception. We

af will discuss this peint more fully in Chapter 10,
1- While one branch of the magnocellular stream continues on an
1 independent path, another branch of this stréam COnverges with the
d, parvocellular pathway in the superficial layers of area V1, Malpeli et
on al. {19811 and Nealey and Maunsell (1994) made phvsiological mea-
s surerments demonsteating that signals from the parvocellular and mag-
1e nocellular streams converge on individual neurons. In these experi-
e ments parvocellular or magnocellular signals were blocked by applica-
tion of either a local anaesthetic, lidocaine hydrochloride (Malpeli et
wi al., 1981}, or the neurotransmitter y-aminobutyric acid (GABA} (Nealey
ETh and Maunsell, 1994) o small regions of the LGk, Both studics report
ne instances of neurons whose responses are influenced by both parvocel-
ol lular and magnocellular blocking. Anatomical paths for this sigrtal have
ge also been identified, Lachica et al. (1992) injected retrograde anatomical
- tracers {i.¢., tracers that are carried from the injection site toward the in-
wid puts to the injection site) into the superficial layers of the visual cortex.
nd They concluded that the magnocellular and parvocellulir neurons con-
tribute inputs into overlapping regions within the superficial layers of
ng the visual cortex. Hence, these anatomical pathways could be the route
ba- for the physiological signals.
will Just as the red pathways are segregated for a time, and then merge
cal with the cone pathways, so too signals from the magnoceilular stream
Ti= merge with parvocellular signals, The purpose of the peripheral segre-
iew gation of the parvoceliular and magnocellular signals, then, may be to
59 communicate rapidly cortain types of image information to area MT. Af-
ter the signal has been efficiently communicated, the same infarmation
may be used by other cortical areas, in combination with information
from the parvecellular pathways.
:;1 Cytochrome Qxidase Stalning
avs, Livingstone dand Hubel (19843, b, 19872, b, 1988) have argued that sev-
fhiat eral new visual streams begin in area V1. Their argument begins with
? a discovery made by Wong-Riley (1979), who used a histochemical
£ marker to detect the presence of an enzyme called cytochrome oxi-
alkar dase, and found that the enzyme is present mainly in a continuous and
here heavy pattern in layver 4, but is present mainly as & set of patchies in
ficd & the superficial and deeper layers. These patches can be seen by staining
TEd- for cytochrome oxidase and viewing the superficial lavers in rangintial
the section. In that case, the regions of high cytochrome oxidase density

S5 appear as a set of darkened spots (Figure 6.21), These darkened regions
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&1 CYTOCHROME OXIDASE PUFFS ARE LOCATED IN THE MIDDLE OF OCULAR
DOMINANCE COLUMMS, The thret paneks show Langential sechons of area V1. (A} The
(geations of the poular deminance calurmns & layer 42 comespand to the Bght-and dark
palterns. The cobumns were identified by a monocular inpection of the radivactivg teacer
writiated protine. (B) The pulls are the darkensd spots identified by a high concentration
of cytochrame axidase. The image is a tangential section @ the wiperficial kyers, (C)
An evertay of (A and (B), placed in nigister by companng the positions of Langer blood
vesyels, shews that the puffs are located in the cénter of the ocular Gominanoe columin
Teale bar = 1 mm, Souncd; Hoemdan and Hubel, 1981,

are called variously “puffs,” “blobs,” or "CO-rich” areas. These puffs are
visible in several, but not all, primate species, including humans. Cy-
tochrome oxidase density s correlated with regions of high neuronal
activity, though the enzyme itself is not known to have any specific
significance for visual function (Wong-Riley, 1979: Humphrey and Hen-
drickson, 1980; Livingstone and Hulbmed, 1982 Hendrickson, 1985%

soveral lines of evidence suggest that cytochrome oxidase labeling
is correlated with the presence of distinct visual streams in the cortex.
First. Horton and Hubel (1981) discovered that the cytochrome oxidase
staining pattemn is related to at least one aspect of visual function: the
ocular dominance columns, Figure 6.21A shows the peular dominande
columns measured by injecting one eye of a monkey with a radidactive
tracer, tritiated proline. The section is through layer 4C (and a little bit
of layer 5) where the ocular dominance columns are best segregated.
The data in this figure replicate the demonstration of ocular dominance
eolumns depicted in Figure 6.4. Figure 6.218 shows the puffs in a tan-
gential sectlon from layers = and 3, just above the region shown in
Figure 6.214. Figure 6.21C shows an overiay of the ctular dominance
columns and the pufis, The images were placed into spatial register by
finding blood vessels comman to the two images and akigning their po-
sitions. Figure 6.21C demonstrates that the puffs trace a path down the
center of the ocular dominance columns.

The second suggestion that the presence of cytochrome oxidase
identifies distinct visual streams comes from studying the connectivity
between neurons within area V1. Burkhalver et al. (1989) report that the
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neurons within the V1 puffs in humans are connected to other neurons
in the puffs, while neurons between the puffs are connected to other
neurons between the puffs (Rockland and Lund, 1983}

A third plece of evidence i3 thie relationship between cytochrome
oxidase puffs and connections to other cortical areas. Like area V1, cy-
tochrome oxidase |5 distributed unevenly in a second cortical area, V2,
which is adjacent to area V1. In-area V2, staining for cytochrome oxi-
dase yields a regular three-striped pattern defining regions that stain to
different degrees. The three types of stripes are labeled thick stripes, thin
stripes, and interstripes. The thick and thin stripes contain more cy-
tochrome oxidase than the interstripe regions. This pattern of stripes is
visible in human area V2 as well as in some spedies of monkey (Tootell
et al., 1983).

Livingstone and Hubel (1982, 1987a) demonstrated the specificity
of these interconnections. Begions with a high density of cytochrome
oxidase in area V1, that is, regions with high metabolic activity, are con-
nected to high-density regions in area V2. Neurons in layer 4B of area
V1 send outputs to the thick stripes of area V2. Neurans in the pufis
send outputs to the thin stripes. Neurons in between the puffs send out-
puts to the interstripes,

Finally, the pattern of cytochrome oxidase staining of aréa V2 corre-
lates with the connections from area V2 to other visual areas, In mon-
: keys, visual area MT receives a strong projeciion {rom thie thick stripes
o i in area V2. Area V4 receives signals mainly from the thin stripes and the

-

5

e

m interstripes (Devoe and Van Essen, 1988; Merigan and Maunsell, 1993},

e These measurements suggest that there is considerable organization of

e the signals communicated within individual cortical areas,

ing

ox, Areas Central to Primary Cortex

iy Figure 6.22 shows a few of the many cortical visual areas. Often, the

the connections between areas wee reciprocal; ascending axons make con-

ko nections with the primary input layer, 4C, and descending axons make

it connections In layvers 1 and 6. A single visual area can have connections

bit with several other cortical areas (Rockland and Pandya, 197%; Felleman

t:d‘ ani Van Essen, 1981,

noe Figure 6.22 is arranged bo emphasize ong aspect af the Eﬂg[t‘ﬁ-ﬂ“ﬂﬂ

"’“_1' of visual information within the cortex, namely, that infermation from

s the visual areas in the occipital lobe separates into two visual streams,

i One stream sends its outputs mainly to the posterior portion of parietal

Ir by lobe, while the second stream makes its connection mainly in the infe-

£ tior portion of the temporal lobe.

| the There - are several known connections between these two. streams,
but & study by Baizer et al. (1991) shows that the segregation is im-

dase pressive. These authors injected large amounts of two retrograde tracers

*I:'Il:]ll'tn!l;r into individual monkey brains: one tracer was injected info the poste-

rior parietal lobe and the other into the inferior temporal cortex. They
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examingéd where the two types of tracers could be found in visual ai-

eas within the occipital lobe, including areas V1, V2, V4, and MT. They
report finding almaost no AEUrons that contained both tracers, suggest-
img that the signals from individual neurons are communicated mainly
to either the parietal or temporal lobes. Baizer et al, also report that
neurons in the parietal lobe received information mainly from neurons
with receptive fields located in the periphery, while neurons in the tem-
poral lobe received information mainly from neurons. with receptive

fields bocated near thie fovea.

Baizer et al.’s observations support Ungerleider and Mishkin's ( 1982}
proposal that the parietal and temporal streams serve different visual
functions, Ungerleider and Mishkin observed that clinical damage to
the parietal stream of one hemisphere causes difficulties in visual and
mator orentation. [t also causes hemineglect, a condition in which
the observer appears to be unaware of stimulation arfsing in the hemi-
field that projects to that parietal lobe, Such patients also have trouble
orienting toward or reaching for objects in the visual periphery. The
elinical symptoms assoctated with damage o the temporal stream are
quite different. In this case, patients have impaired form discrimination
or recognition. They also have problems with visual memory. These be-
have supposed
that the visual function of the parietal and temporal lobes are quite dif-

ferent. One brief characterization of the distinction is this: the parietal
5 what (LInger-

havioral deficits are very different, so that neurclogists

system defines where, while the temporal system define
ieider and Mishkin, 1982; Merigan and Mapnsell, 1993],
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e anatomiical segrégation of the neural signals coming from the
occipital lobe into these two streams shows that the temporal and pari-
etal areas receive different information about the visual image. Hende,
it seems likely that the computations in these two portions of the brain
must serve different goals, though a more refined analysis of these dif-
ferences will be helpful.

Curtii’:al Representations and Perception

‘The brilliant visual scientist William Rushton enjoved needling his col-
leagues. On one occasion, he challenged neuroscientists with the asser-
tion that only the hope of understanding perception and consciousness
makes neuroscience worth doing. Much of the work | have réviewed
was inspired by the desire to understand conscious perception. In this
sense, some neuroscientists think of themselves as philosophers study-
ing the mind-body problem. They form & field one might call experi-
mental philosophy; it is the expensive branch of philosophy.

More recently Crick (1993) has taken up Rushton’s call and pressed
us to consider the question: what aspect of the cortical response corre-
sponds to conscious experience? Since neuroscientists nearly all make
the assumption that consciousness is a correlate of cortical activity,
Crick points out that identifyving the relationship between conscious-
ness and neural activity 15 properly an exparimental guestion.

What experimental tests might we perform to answer guestions
about the relationship bebween our conscious awareness and the activ-
ity of our brains? One way to study this question is to compare the in-
formation available within a cortical area with the visual experience we
have. An interesting example of an experiment concerning conscious-
ness is.the comparison of consclous awareness with the information
available in area V1. From the anatomy and physiology of area V1, we
have learned that there is plenty of information there that we can use
to deduce which eye is the source of & visuil signal, Within layer 4C, en-
tirely different sets of neurens, confined to different ocular dominance
columns, respand depending on which eye sends the signal. Is this in-
formation available to ws!

We can answer this question experimentally by asking subjects (o
discriminate between visual signals originating in the right and left
eyes. If we can accurately decide on the eye of origin, then we might
conclude that the information i area V1 s part of our conscious expe-
rience, If we cannot, then we should conclude that information within
layer 4C can be lost prior to reaching our conscious cXpLrience,

Notice that eye-of-origin information s certainly available to us
unconsclously, For example, Helmholtz (1896) pointed out that =ye-
of-origin information {5 nNecessary and used for the computation of
stereopsis, The question, therefore, Is not whether the information =
present, but whether it is-accessible to conscious experience. Based on
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his own introspections, Helmholtz answered the question In the nega-
tive. And, while there have been occasional reports that some discrimi-
nations are possible, Ono and Barbeito's {(1285) careful experiments sug-
gest that no reliable eve-of-origin discriminations -are possible, Hence,
the massive Information available in the input layers of area V1 fand
garliers about the eve-of-origin is not part of our conscious experience,
Through this negative result, we lave made 3 small amount of progress
in localizing ConsSCiousness,

The Functian of the Visual Areas

Even when the computation performed in a visual area is not part of
our conscious. experience, we would still like to know what the area
does. Over the last 15 vears, there have been a broad varkety of hypothe-
ses concerning the perceptual significance of the cortical areas, Mainly,
we have seen a flurry of proposals suggesting that individual visual ar-
eas are responsibie for the computation of specific perceptual features,
such as color, stereo, form, and so forth,

What is the ogical and experimental basis for reasoning about the
perceptual significance of visual areas? Horace Barlow (1972) has set
forth one specific doctrine to relate neurons o perception, the neuron
doctrine. This doctrine asserts that a neuron’s receptive field describes
the percept caused by excitation of the neuron. You will see the idea
expressed many times @ you read through the primary literature and
study how investigators interprel the perceptual significance of neural
resPONSEs.

Our understanding of the peripheral representation lends littke sup-
port to the neuron doctrine. For example, the principle does not serve
us well when analyzing color appearance. In that case, we know with
some certainty that a large response from an L. photoreceptor does not
imply that the observer will perceive red at the corresponding location
in the visual field. Rather, the color appearance depends upon stimu-
[ation at many adjacent points of the retina, The conditions for 4 red
percept include a pattern of peripheral neural responses, including more
L- than M-cone excitation. Data from the periphery are generally maore
consistent with the notion of a representation in which an experience
depends on the response of a collection of neurons.

Oddly, the failure of the neuron doctrine in the periphery is often
used to support the neuron doctrine. After all, the argument goes, the
periphery is not the site of our conscious awareness, so failures of the
doctrine in the pertphery are to b éxpected. The newnen doctrine's sig-
nificance depends on the idea that there will be a special place, prob-
ably located in the cortex, where the receptive field of a neuron pre-
dicts conscious experience when that neuron s active. This location in
the brain should only existat a point after the perceptual computations
seeded to see features we perceive (e.g., color, form, depth) have taken
place.
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In the past, secondary texts sometimes cited Hubel and Wiesel's
work in area V1 as providing an example of a location where the neu-
ron doctrine might hold. The recéptive fields in area V1 seem like basic
perceptual features; orlentation, motion selectivity, binocularity, and
complex cells all emerge for the frst hme in aréa V1. Consequently,
these texts often described our knowledge of receptive fields in area VI
as If it were a theory of vision, with the receptive fields defining salient
perceptual features.

However, by 1974 the siguifﬁtanﬂ,r of the other cortical areas had be-
came undeniable (Zeki, 1974, 1978; Felleman and Van Essen, 1991; Van
Essen et al., 1992). In reviewing the visual pathways, Hubel and Wiesel
(19759 wrote:

The lateral geniculate cells in turn send thelr axons directly o the pai-
mary visual cortex, From thene, ater several symapses, the messages are
sent to 2 number of further destinations: neighboring cortical areas and
alie severa] targets déep in the brain, One contingent even projedts
back 1o the lateral geniculate bodies; the function of this feedback path
is not known, The main point for the moment is that the primary vi-
sual cortex is in no sense the end of the visual path. It ks just one stage,
prababiy an eatly one in terms of the degree of abstraction of the infor
miathoa it hamdles

Acknowledging this point leads one to ask, What is the function of
these other cortical areas? The answer to this question has relied mainly
an the neuron doctrine, For example, when Zeki (1980, 1983, 1993
found that color contrast was a particularly effective stimulus in ared
V4, he argued that this area is responsible for color perception. Since
movement was particularly effective in stimulating neurons in area MT,
that became the motion area (Dubner and Zeki, 1971). The logic of the
newron doctrine permits one to interpret receptive-figld properties in
terms of perceptual function.

A particularly vigorous application of the neuron doctrine is con-
tained in articles by Livingstone and Hubel (1984ab, 1987ab, 1988).
They supported Zeki’s basic views and added new hypotheses of thelr
own. Their hypothesis, which continues to evolve, is summarized in the
claborate anatomical/perceptual diagram shown in Figure 6.23. In this
diagram, anatomical connections in visual cortex are labeled with per-
ceptual tags, including color, motion, and form. The logical basis for
associating perceptual tags with these anatomical streams is the neuron
doctrine. Receptive fields of neurons in one stream were orentation.
selective: hence the stream was tagged with form perception. Neurons
i a different stream were motion-selective, and hence the stream was
tagged with motion perception.

The perceptual-anatomical hypotheses proposed by Zekl and by Liv-
ingstone and Hubel definé a new view of cortex. On this view, the
relationship between cortical neurons and perception should be made
at the level of perceptual features. These investigators did not study
the computation within the neural streams, but rather they summa-
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£33 AN ANATOMICAL/PERCEFTUAL MODEL OF THE VI3UAL CORTEX. In thes
speeculative model, visual streams within the cortex are identified with specific perceplual
features, The aoatombcal sircams ne identified wiineg anatomical Marers, the perceptual
properties and associaled with the streams by applying the neuron dotrineg. Souroe:
Livingstone and Hubel (1986},

rized the receptive field properties and hased their interpretations on
the neuron doctrine (see Hubel and Wiesel [1977] for 3 description of
this approach).

The use of the neuron doctrine to interpret brain function is very
widespread, but there is very little evidence in direct support. of the
doctrine (Martin, 1992), The main virtue of the hypothesis Is the ab-
sence of an articulated alternative, The most frequently cited altemative
is the proposal that perceptual experience is represented by the activ-
ity of many neurons, 3o that no individual neurons response Corre-
sponds 1o a conscious perceptual event, Such models are often calted
distributed processing models: they are not widely used by neuraphysi-
alogists since they do not provide the specific guidance for Interpreting
experimental measurements from single neurons, the neurophysiolo-
gist’s stock-in-trade. The neuron doctrine, on the other hand, provides
an immediabe answer,

In my own thinking about brain function, 1 am more inclined to
wonder about the brain’s computational methods than the mapping
between perceptual features and tentatively identified visual streams. |
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find it satisfying to learn that the magnocellular pathway contains the
best representation of high temporal frequencies, but less satisfying to

e summarize the pathway as the motion pathway, since high temporal
frequency information may also be used in many other types of perfor-
mance tasks. The questions 1 find fundamental concerning computa-
tion are “how?" not “where?” How are essential signal-processing 1asks,
such as multiplication, addition, and signal synchronization, carried
out by the cortical circultry? What mans are used to store femporary
results, and what means ate used to represent the final results of com-
putations? What decision mechanisms are used to roate information
frem cne place to another?

: Although the neuron doctrine is widely used because it is-an easy

’ tool to relate perception and brain funclion, my own view is that the
doctrine distracts us from the most important question about visual
function; how do we cempule percepiial features like color, stereo, and
form? Even if it tums out that a newron’s receptive field is predictive
of experience, the question we should be asking Is how the neuron’s
receptive-field properties arise. Answering these computational ques-
tions will help us most in designing practical applications that range
from sensory prostheses to robotics applications. We should view the
specific structures within the visual pathways as a means of imple-
menting these principles, rather than as having an Intrinsic impor-
Fanice,

P1“3|| Hubel and Wiesel (1979} once expressed something like this view.

::'M While reviewing their accomplishments in the study of area V1, they
wiote (p. 23):

What happens bevond the prinary visual area, and how s the infor-

£ on mation on orientation explojted at later stages? 15 one 10 imaging ultl-

e of {!!..111:!'_..' finding a cell that responds specifically 0 Some very particular
item? (Usually one’s grandmaother is selectid as the particullar item, for
redsnns thal escapse us ) Cur answer is that we doubt thers is such 3 cell;

VETY batt we have no good alternative to offer. To specalate broadly on how

f the the brain may work is fortunately ot the only cowrse opEn to inves

& ah- 1I3.I]:m.=...’!‘-n explore the brain is more fen and seems to be mone prof-

ative ”TITJJ':;:-.J was a time, not so Jong ago, when ang tooked at the millions

rctiv- of newrons in the various Javers af the cortex and wondered if anyong

OTTe- would ever have any idea of thelr function. Did they all work in par-

alled alled, like thie celis of the liver of tI_-.-: kidney, achieving their -L:h;b:_t':--l.'ﬁ

L Ty pure bulk, or were thiy each choing sonrething spectal? For the wiiea)

hysi- crrtex the answer seems niow to be known in broad outline; Farticular

eting ctimuli tuin neurons an or off; groups of neurons do indeed perfonm

iolo- particular transfurmations. It seems reasonable to fhink that if the se

vides crets of a few reghons such as this one can be unbocked, other reghons
will also in time give up thelr secrets.

gd to In the remaining chapters, we will see how other areas of vision sci-

ping enice. based on behavioral and computational studies, might help us to

ms. | unlock the secrets of wision.
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1. Answer these questions about forming cortical receptive frelds from
the inputs of LGN neurons.

(8) What is an orlentation calumn?

() Suppose the cortical cell response is the sum of two LGN neurons’
outputs, Describe the LGN peurons’ receptive felds needed for the
cortical cell receptive fiedd to be circulasly symmetric.

() Uise a matrix representation to describe how the receptive fleld of
4 linear cortical nevron depends on the linear receptive fields of a
colfection of LGN neuroens.

(d} Urse the mateix representation to design 2 woighted combination of
LGN responses that indicates how much each LG THEUFOILS FESpONSE
should conteibute to the cortical cell’s response in order o achieve
different receptive-field functions

2. Answer these questions about retinotopic organization.

(2} What i5 a retinolapic map?

(b} Ceortain newrons in the cerptral nervous systerm have very Large receplive
fields, spanning 20 degrees of visual angle. Can visual dreas containing
sich neurons have retinatoplc maps? Experimerttalky, haw wouwld you
convince yourself that such an area had a retinotopic crganization?

() Draw o picture describing the logical organization of an e of wisual
corex that is retinotopic and alen Has afentation columns. Are the
two types of onganization necessarily linked to one another, or can you
imagine that each would follow ks own independent lavout!

(d} How mamy different kinds of organization can be simultansousiy
superimposed within g single cortical region?

3. Leston studies have been an Important source of information
about peural function. The logical foundation of lesion studies,
hawever, is quite invelved. Often, it &5 difficult to be precise about
the conclusions one may draw from a lesion study. The problems of
interpreting lesion studies can be illustrated by this oid joke:

A scientist onge decided to study binocular vision. He removed the
right eve of a cat and observed that the cat bost its stereo vision. He
then wiote an aniclhe describing how stereavision was tocalized to
the right eve.

T follow on his groundbreaking work, this scent st studiod th
animal’s behavior again and noted that the animal covled perform
monociar tisks: He enucleated the left eve and observed that the
animal could no longer perform such tasks. The sclentist wIoke a
second paper describing how menocutar vision is localized to the
Lot eye

Write-a paragraph that describes what conclusions the scientist
chiould have drawn. Choose your words carefully.

4. Answer these questions about color coding,

{a) How would you measure the wavelength responsivity of a coctical
neuran?
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{b) Recall the definition of separability for space and time in the receptive
flelds of neurons from Chapter 5. Make an analegous definition for
wavelenmgth-space separability.

(e} Suppose you measure the wavelength encoding wf four newrons in the
corex. Recall that the initial encoding of wavelength [s based on three
tvpes of cones. Do the wavelengih encosding propertics of any twa of
the neurons have 1o be precisely the same?

() 1f the four neutons have different wavelength encoding properties, will
this have any implications for trichromacy?

() Suppose the nenrons respond lineardy 1o wavelength mixtures, Descrebe
how vou might be able to infer the connect icns between the neurons
and the three different cone classes.

5. “Functional specialization” refers to the notion that different
brain areas are specialized for certain visual functions, such as the
perception of motion or color.

{8} What intérconmections would vou anticipate finding Between diffenent

braln areas if each one s specialized to represent a different perceptual
function?

{b) What properties do you think a neuron should exhibit betore we
beliewe that it 1s specialized for a visual fungtion!

{¢) What special role might the LGN play? Could it be connecied
with eve movements? Saccadic suppression? Attent ional gating?
Symchronization of the images from thi bwi eyes? How winild vou
study this gquestion?




